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<table>
<thead>
<tr>
<th>Task #</th>
<th>Task</th>
<th>COCO supercategories</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>step on something</td>
<td>furniture</td>
</tr>
<tr>
<td>2</td>
<td>sit comfortably</td>
<td>furniture</td>
</tr>
<tr>
<td>3</td>
<td>place flowers</td>
<td>kitchen, outdoor</td>
</tr>
<tr>
<td>4</td>
<td>get potatoes out of fire</td>
<td>sports, kitchen, outdoor</td>
</tr>
<tr>
<td>5</td>
<td>water plant</td>
<td>kitchen, indoor</td>
</tr>
<tr>
<td>6</td>
<td>get lemon out of tea</td>
<td>kitchen</td>
</tr>
<tr>
<td>7</td>
<td>dig hole</td>
<td>sports, kitchen, indoor</td>
</tr>
<tr>
<td>8</td>
<td>open bottle of beer</td>
<td>furniture, kitchen, indoor</td>
</tr>
<tr>
<td>9</td>
<td>open parcel</td>
<td>kitchen</td>
</tr>
<tr>
<td>10</td>
<td>serve wine</td>
<td>kitchen</td>
</tr>
<tr>
<td>11</td>
<td>pour sugar</td>
<td>kitchen</td>
</tr>
<tr>
<td>12</td>
<td>smear butter</td>
<td>kitchen</td>
</tr>
<tr>
<td>13</td>
<td>extinguish fire</td>
<td>kitchen, indoor</td>
</tr>
<tr>
<td>14</td>
<td>pound carpet</td>
<td>sports</td>
</tr>
</tbody>
</table>

Table 1. We ensured that for each task images with certain COCO supercategories are overrepresented in the dataset. This table shows the respective supercategories.

1. COCO-Tasks Dataset

As described in Section 3, we use the COCO supercategories to sample images. The list of supercategories used for each task is provided in Table 1.

1.1. Annotation Tool

A screen shot of the annotation tool is provided in Figure 1.

1.2. Dataset Statistics

The distributions of the chosen object categories for all tasks are provided in Figure 2. We can see that the COCO-Tasks dataset provides a wide range of tasks with respect to the distribution of chosen object categories. For example, Task 1 (step on something) shows a large bias towards the chair category. Humans, however, differentiate between instances of the same category for each task and the baseline pick best class, which exploits the category bias for each task, achieves only 22.9% mAP@0.5 for Task 1 (Table 2). In contrast, our approach learns to differentiate between categories as well as instances of the same category and achieves 36.6%. For ground-truth bounding boxes, the difference is even larger (47.3% vs. 81%). The distributions of the number of selected instances per image for all tasks are provided in Figure 3.

2. Proposed Method and Experiments

2.1. Implementation Details

We train our models using standard SGD for 3 epochs. We use an initial learning rate of $10^{-2}$ and decay it by a factor of 10 every epoch. During training, we shuffle the order of images before each epoch starts. After calculating the gradients, we clip them if the $\ell_2$ norm of the gradients are larger than 15. For regularization, we use Dropout with 0.25 probability. We place dropout layers before final layers in all our methods. We also apply dropout to the $x_t^i$ input to the GRU at each step. The input and hidden size of the GRU is 128. The source code to reproduce our results is available online.

We weight by 10 and 1 the cross entropy losses on top of $p_i$ and $\hat{p}_i$ respectively. To compute the ranking for mAP calculations, we first compute the final probability estimate of each object and then multiply it with the detection score.

Our vanilla object detector is a derivative of Faster-RCNN [3] provided by [4]. As backbone model we take ResNet101 [1] and the weights are updated with SGD. We use 120 region proposals, a batch size of 2, start learning rate of 0.005 and train for 10 epochs. The learning rate decays by 0.1 every 5 epochs. We use the large scale option to upscale the shorter side of the image to 800 pixels. We train on all images of the COCO train2014 split and all images of val2014 split which do not belong to our test set. The detector achieves an object detection mAP of 25.0% and a mAP@0.5 of 39.4% on our test set.

2.2. Task Wise Comparison to Baselines

In this section we provide per task comparison of our proposed methods result to baselines provided in the paper. The results are provided in Table 2.
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Figure 1. Overview of the annotation tool used by the annotators. At the top (blue section) the user can see the description of the task with an image which clarifies the intention of the task. Below is the image with already selected preferred objects (as purple). The annotator should select any object that is suitable by clicking on it. If the annotator hovers on a COCO annotated instance in the image, it will become highlighted with yellow color. No COCO class information is provided to the annotator. The user is able to click on an already selected instance to deselect it. On the right hand side of the image is an area over that the annotator can hover with the mouse to view all COCO annotated instances in the image (all with the same color). If there are no preferred instances for the task in the image, the user is able to mark a check box at the bottom and save the annotation result for the image.

We also report results on an additional baseline.

**Detection Stats Baseline.** We want to test if visual input is necessary or if the statistics of the present objects alone is sufficient to solve the task driven object detection problem. To this end, we trained a smaller 2-layer MLP to predict from the normalized histogram of present object classes as well as the average normalized bounding box coordinates for each class the preferred object class. As for the proposed method, we obtained the final confidence by multiplying the MLP output and the detector confidence. As for the pick best class baseline, we prefILTER the detections by a detection confidence of 0.1. While this baseline performs well for ground-truth bounding boxes, it is still worse than the proposed approach. For detected bounding boxes, this
baseline performs poorly.

2.3. Task Wise Ablation Experiment Results

Per task ablation experiment results are provided in Table 3.

2.4. Class Bias Analysis

In Table 4, we report the results only for the subset of the test images where an instance of the most suitable class is present, but an instance of another suitable class has been selected by the users. We conducted the experiment for our proposed method as well as the classification baseline which is the strongest baseline on Faster-RCNN detections and the detection stats baseline which is the strongest on
ground truth bounding boxes. As expected, these cases are much more difficult and mAP@0.5 is much lower compared to Table 2. Nevertheless, our approach outperforms the baselines. This shows that the proposed model takes the appearance of the object and the scene context into account and is able to make decisions against the class bias, but there is a large room for improvement even for ground truth bounding boxes.

2.5. Task Wise Difficulty Analysis

In Table 5 we report the mAP@0.5 for each task of the proposed method on ground truth bounding boxes and the proposed+fusion method for Faster-RCNN [3] detections and Yolov2 [2] detections. As expected, our method generalizes well to another detector. The performance on the individual tasks ranges from 37.0% to 96.1% on ground truth bounding boxes. The different difficulty of the tasks can be explained by the typical class of the preferred ob-
2.6. Further Investigation of Scene Context Learned by GGNN

In Section 5.3, we quantitatively showed that GGNN improves the ability of the model to implicitly count the objects. Consider the pie charts in Figure 2. The three tasks with mAP@0.5 higher than 90% on ground truth detections can typically be solved with sports tools and these occur in sports images. In these images, only a small number of objects of one selected category occurs with little functional intra class differentiation. Therefore selecting all objects in this category is a good choice. Contrary to that, the five tasks where our proposed method gives less than 70% on ground truth detections, have to be solved with vessels or cutlery. These objects typically occur on kitchen or party images, showing a high number of selected categories and multiple small objects of each category. Especially for the task “open bottle of beer”, different objects of the same category might have a suitable ridge or not, i.e. exhibit a high functional intra class variance.
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<table>
<thead>
<tr>
<th>task #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>gt bboxes</td>
<td>0.831</td>
<td>0.853</td>
<td>0.732</td>
<td>0.934</td>
<td>0.699</td>
<td>0.961</td>
<td>0.370</td>
<td>0.804</td>
<td>0.810</td>
<td>0.638</td>
<td>0.803</td>
<td>0.706</td>
<td>0.960</td>
<td>0.771</td>
<td></td>
</tr>
<tr>
<td>Faster-RCNN dets</td>
<td>0.366</td>
<td>0.298</td>
<td>0.405</td>
<td>0.376</td>
<td>0.410</td>
<td>0.172</td>
<td>0.436</td>
<td>0.179</td>
<td>0.210</td>
<td>0.406</td>
<td>0.223</td>
<td>0.284</td>
<td>0.391</td>
<td>0.407</td>
<td>0.326</td>
</tr>
<tr>
<td>Yolov2 dets</td>
<td>0.368</td>
<td>0.319</td>
<td>0.391</td>
<td>0.380</td>
<td>0.416</td>
<td>0.165</td>
<td>0.444</td>
<td>0.187</td>
<td>0.230</td>
<td>0.390</td>
<td>0.223</td>
<td>0.269</td>
<td>0.440</td>
<td>0.420</td>
<td>0.332</td>
</tr>
</tbody>
</table>

Table 5. We present the task wise numbers of the proposed method on Faster-RCNN [3] detections, the Yolov2 [2] detection and on ground truth bounding boxes.

Figure 4. Average difference of the number of same instances between the query image and the nearest neighbor images based on $h_0^i$ vs. $h_T^i$.


Figure 5. A qualitative example from Task 1 test set comparing nearest neighbors according to $h^0_i$ vs. $h^T_i$.

Figure 6. A qualitative example from Task 2 test set comparing nearest neighbors according to $h^0_i$ vs. $h^T_i$.

Figure 7. A qualitative example from Task 3 test set comparing nearest neighbors according to $h^0_i$ vs. $h^T_i$.

Figure 8. A qualitative example from Task 4 test set comparing nearest neighbors according to $h^0_i$ vs. $h^T_i$. 
Figure 9. A qualitative example from Task 5 test set comparing nearest neighbors according to $h_0^i$ vs. $h_T^i$.

Figure 10. A qualitative example from Task 6 test set comparing nearest neighbors according to $h_0^i$ vs. $h_T^i$.

Figure 11. A qualitative example from Task 7 test set comparing nearest neighbors according to $h_0^i$ vs. $h_T^i$.

Figure 12. A qualitative example from Task 8 test set comparing nearest neighbors according to $h_0^i$ vs. $h_T^i$. 
Figure 13. A qualitative example from Task 9 test set comparing nearest neighbors according to $h_0^T$ vs. $h_T^T$.

Figure 14. A qualitative example from Task 10 test set comparing nearest neighbors according to $h_0^T$ vs. $h_T^T$.

Figure 15. A qualitative example from Task 11 test set comparing nearest neighbors according to $h_0^T$ vs. $h_T^T$.

Figure 16. A qualitative example from Task 12 test set comparing nearest neighbors according to $h_0^T$ vs. $h_T^T$. 
Figure 17. A qualitative example from Task 13 test set comparing nearest neighbors according to $h_i^0$ vs. $h_i^T$.

Figure 18. A qualitative example from Task 14 test set comparing nearest neighbors according to $h_i^0$ vs. $h_i^T$. 