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Abstract

The goal of semantic image synthesis is to generate photo-realistic images from semantic label maps. It is highly relevant for tasks like content generation and image editing. Current state-of-the-art approaches, however, still struggle to generate realistic objects in images at various scales. In particular, small objects tend to fade away and large objects are often generated as collages of patches. In order to address this issue, we propose a Dual Pyramid Generative Adversarial Network (DP-GAN) that learns the conditioning of spatially-adaptive normalization blocks at all scales jointly, such that scale information is bi-directionally used, and it unifies supervision at different scales. Our qualitative and quantitative results show that the proposed approach generates images where small and large objects look more realistic compared to images generated by state-of-the-art methods.

1 Introduction

Generative adversarial networks [7] have become very successful in generating simple photo-realistic images like faces or animals [2, 14, 15]. However, it is still very challenging to generate images of complex scenes that contain many different objects at various scales. This is also the case when the semantic layout is provided, e.g. for content generation or image editing [3, 11, 30]. This task is also known as semantic image synthesis and requires to generate photo-realistic images for given semantic input layouts as illustrated in Fig. 1.

Previous methods for semantic image synthesis usually generate images by an encoder-decoder architecture that takes the semantic label map as input. However, as shown in [21], the flat segmentation maps will fade away due to the usage of common normalization layers, like instance normalization [29]. To address this issue, spatially-adaptive normalization (SPADE) [21] has been proposed, which propagates semantic information throughout the network. This is achieved by modulating the normalized activation in a spatially-adaptive manner, conditioned on the input segmentation mask. SPADE [21], however, uses as many other works a classification network as discriminator that takes the label map as input along with the image and makes a global decision whether an image is real or not. Since a global
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Figure 1: Given a label map (a) as input, current approaches like SPADE (c) or OASIS (d) struggle to generate realistic looking objects. In particular large objects like trucks look highly unrealistic. Instead of generating a consistent appearance of an object, the methods generate a collage of patches. For instance, when zooming in on the truck in the top row of (d), it can be seen that the truck is a combination of patches from the side and back view of a car or van and four wheels are visible. They also struggle to generate other objects like traffic signs (row 2) or bollards (row 3). This is due to the handling of scale in the generator and discriminator, which is addressed by our approach (e).

discriminator does not enforce the generator to learn a precise alignment with the input semantic label maps, OASIS [25, 26] proposed a segmentation-based discriminator to address this issue. While the generated images of OASIS are less fuzzy than the objects generated by SPADE as shown in Fig. 1, there is still a huge difference between the generated and real images. While areas like road, vegetation, or sky are well generated by OASIS, the approach struggles to generate realistic objects at small and large scales. For instance, large objects like trucks, buses, or trams are generated as collages of patches as shown in the first and second row of Fig. 1 and small objects like traffic signs or bollards fade away and are barely recognizable as shown in the second and third row of Fig. 1.

In this work, we address this problem and aim to generate images with realistic looking objects at various scales from semantic image maps. This will be achieved by properly dealing with different object sizes in the generator and discriminator. While previous works [21, 25] condition each spatially-adaptive normalization block statically on the resized label map, our generator adapts the conditioning for each scale by a second pyramid as shown in Fig. 2. In this way, the conditioning is adaptive to the size of the object and artifacts of combining patches of different scales are avoided. This improves the quality of the generated objects both for small objects like signs as well as large objects like trucks as shown in Fig. 1.

For very thin structures like bollards, however, the objects tend to fade away when the objects are getting smaller as shown in Fig. 5. While our generator is able to generate such objects, previously proposed classification-based [21] or segmentation-based [25] discriminators do not handle such small details in the label map, and thus do not encourage the generator to generate small objects. While classification-based discriminators ignore such details completely, the segmentation-based discriminator proposed in [25] does not handle scale variations well and extending the discriminator to different scales even deteriorates the quality of the generated images. To address this issue, we introduce supervision at different scales. While a segmentation-based discriminator provides pixel-wise supervision, we enhance the network by two different types of multi-scale supervision. The first one is a multi-scale feature matching loss [13]. It encourages the generator to generate images that
The dual pyramid generator takes a semantic label map concatenated with a 3D noise tensor as input and generates an image. In contrast to previous works that use only one pyramid (green) consisting of spatially-adaptive normalization (SPADE) blocks with upsampling to generate an image from a downsampled version of the input, we propose a network with two pyramids. The yellow pyramid learns the conditioning of the SPADE blocks in the green pyramid, starting from the full resolution. The scale information is in this way used bi-directionally. In addition, the output of the layer with lowest resolution in the yellow pyramid is upsampled and concatenated (denoted by $\odot$) with the features of the previous layers.

align with the input semantic maps at all scales. The second one is multi-scale adversarial supervision at patch level. The loss ensures that important scale information is preserved within the discriminator such that the generator is enforced to generate more realistic objects at various scales. We show that the unification of the three types of supervision is essential to generate realistic objects that align well with the semantic maps.

The contribution of this work is thus two-fold: 1) We propose a dual pyramid generator for semantic image synthesis which adapts the conditioning to the size of the objects. 2) We propose to unify supervision at pixel, patch, and feature level to enforce the generator to generate realistic objects that are well aligned with the semantic maps.

We evaluate our approach on datasets with complex indoor and outdoor scenes where our approach generates realistic images and outperforms the state-of-the-art by a large margin. The source code is available at https://github.com/sj-li/DP_GAN.

2 Related Work

Generative Adversarial Networks. Approaches for semantic image synthesis rely on generative adversarial networks (GAN) [9]. The adversarial training enables the generator to produce photo-realistic images from semantic label maps. While there have been some drawbacks in early works [9] which limited their applications, several works have addressed these problems gradually. Since adversarial training is usually unstable, [1, 18, 24] increase the training stability by regularizers and different loss functions. [23] proposed some design guidelines on the architectural topology of convolutional GANs to increase the robustness during training.

Semantic Image Synthesis. Pix2pix [11] has been the first work that uses a conditional GAN [19] for semantic image synthesis. Based on it, Pix2pixHD [30] aims at generating high-resolution images. This is achieved by a multi-resolution approach. These works, however, suffer from the problem that flat segmentation maps fade away due to the usage of common normalization layers. This is solved by SPADE [21] which modulates the activa-
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Figure 3: The proposed discriminator exploits supervision at different scales including a loss at patch level (left), feature level (top right), and pixel level (bottom right).

3 Methodology

In this section, we discuss the generator and discriminator, which are shown in Fig. 2 and Fig. 3, respectively.

3.1 Dual-Pyramid Generator

The proposed dual pyramid generator is shown in Fig. 2. It consists of two pyramids, one for image synthesis and another one for spatial adaptation learning. The input to the generator is a channel-wise concatenation of a label map $l$ and a 3D noise tensor $z$ as in [25]. The noise tensor can be used to generate different plausible images for the same label map as we show in Fig. 4.

The image synthesis pyramid is built from ResNet blocks [8] with spatially-adaptive normalization (SPADE) [21]. At layer $i$, SPADE performs a pixel-wise normalization conditioned on the input $I$:

$$
\gamma^i_{x,y,c}(I) \frac{h^i_{x,y,c,n} - \mu^i_c}{\sigma^i_c} + \beta^i_{x,y,c}(I)
$$

where $h^i_{x,y,c,n}$ is the input to the normalization layer, and $n$ denotes the training sample in the batch, $c$ the channel, and $x$ and $y$ the pixel location for the resolution at layer $i$. $\mu^i_c$ and $\sigma^i_c$ are the mean and standard deviation of $h^i_{x,y,c,n}$ in channel $c$, i.e. computed over $n$, $x$, and $y$.

In [24, 25], the tensors $\gamma^i_{x,y,c}(I)$ and $\beta^i_{x,y,c}(I)$ depend on the input $I$ that is downsampled to the resolution of the layer $i$. In this way, $\gamma^i$ and $\beta^i$ do not contain any information of small
objects in the early layers of the generator for image synthesis due to the low resolution of \( l^i \). As shown in Fig. 1, small objects like traffic signs thus do not look realistic and fade. Large objects like trucks also do not look realistic since \( l^i \) just provides redundant information at different scales, which results in collages of patches instead of consistent objects.

We address this issue by learning \( \gamma^i \) and \( \beta^i \) for each scale jointly instead of just scaling \( l \). Since \( \gamma^i \) and \( \beta^i \) are learned, any relevant information of objects including scale information can already be encoded at early layers where the resolution is still low. This is achieved by the spatial adaptation learning pyramid shown in Fig. 2, which comprises blocks consisting of a convolutional layer, ReLU, and a batch normalization layer. We denote the output of each layer in the spatial adaptation learning pyramid as \( \alpha^i \). To match the layer index of the image synthesis pyramid, we use an inverse index \( i \) for the spatial adaptation learning pyramid, i.e., \( \alpha^0 \) is the output of the last layer of the spatial adaptation learning pyramid, which has the lowest resolution. For \( i > 0 \), we concatenate \( \alpha^i \) with an upsampled version of \( \alpha^0 \). The upsampling (Up) is conducted once to match the resolution of \( \alpha^0 \) to the resolution of \( \alpha^i \). Finally, we apply a convolution to obtain \( \gamma^i \) and \( \beta^i \):

\[
\gamma^i = \text{Conv}(\alpha^i \oplus \text{Up}(\alpha^0)) \\
\beta^i = \text{Conv}(\alpha^i \oplus \text{Up}(\alpha^0)).
\]

Since the learned modulation, i.e., \( \gamma^i \) and \( \beta^i \), goes from the high resolution to the low resolution, but the image generator goes in the other direction from the low resolution to the high resolution, we term it bi-directional. By learning the spatially-adaptive normalization for all scales jointly, our network generates not only a realistic background, but also realistic objects as shown in Fig. 1.

### 3.2 Scale-Enhancement Discriminator

Semantic image synthesis requires that the generated images are well aligned with the given semantic label map. Since commonly used classification-based discriminators \([21]\) do not provide strong supervision for the alignment, \([25]\) proposed a segmentation-based discriminator, which provides semantic supervision at the pixel level. Using a loss only at the pixel level, however, does not ensure realistic structures at all scales, as Fig. 1 shows. To solve this issue, we propose a discriminator that provides supervision at the pixel, patch, and feature level as illustrated in Fig. 3.

As in \([25]\), we use an encoder-decoder architecture consisting of ResNet blocks \([8]\). The network predicts for each pixel the probabilities of \( N+1 \) classes where \( N \) is the number of semantic classes and an additional ‘fake’ class is added. During training, the ground-truth label for each pixel is defined by the input label map for a real image and by the ‘fake’ class for a generated image. Since the classes are imbalanced, a weighted \( N+1 \)-class cross-entropy loss is used:

\[
\mathcal{L}_{\text{pixel}} = - \mathbb{E}_{(x, l)} \left[ \sum_{c=1}^{N} \alpha_c \sum_{x,y} I_{x,y,c} \log D(x)_{x,y,c} \right] - \mathbb{E}_{(z, l)} \left[ \sum_{x,y} \log D(G(z, l))_{x,y,c=N+1} \right]
\]

where \( x \) is a real image, \( l \) is the semantic label map, and \( (z, l) \) is the concatenation of the 3D noise tensor and the label map. The weight \( \alpha_c \) is modeled as inverse of the per-pixel class
frequency to give rare classes more weight:

\[ \alpha_c = \frac{H \times W}{\sum_{x,y} x, y, c} \]  \quad (4)

Since the pixel-wise loss is insufficient as shown in Fig. 1, we add two additional loss functions. The first one is a multi-scale adversarial patch-based loss [20], which is applied to feature maps of lower resolution:

\[
L_{ms}^i = -E_{x} \left[ \min(-1 + D_p^i(\psi^i(x), 0)) - E_{(z, l)} \left[ \min(-1 - D_p^i(\psi^i(G(z, l))), 0) \right] \right]
\]  \quad (5)

where \( \psi^i(x) \) and \( \psi^i(G(z, l)) \) are the feature maps at the layer \( i \) of the encoder of the discriminator for a real or generated image. \( D_p^i \) is a convolutional network consisting of blocks with convolutional layer, ReLU, and a batch normalization layer. It makes the prediction for each feature which corresponds to patches of different scales in the original image. The loss \( L_{ms} \) is then averaged over all layers. In our implementation, we apply it after the fourth and sixth block.

The second loss is based on a multi-scale feature matching loss [13] that computes the L2 distance between the features of a real image and a corresponding generated image. While the features are extracted at the layers of the decoder of the discriminator, the loss is used for training the generator \( G(z, l) \) and added in (7). The purpose of the loss is to encourage the generator to generate images that are close to the corresponding real images in the feature space of the decoder of the discriminator. For a single layer \( i \), the loss is defined by

\[
L_{fm}^i = E_{(x, l, z)} \left[ \frac{\sum_{x, y} \left\| \phi^i(x, x, y) - \phi^i(G(z, l), x, y) \right\|_2^2}{C^i \times H^i \times W^i} \right]
\]  \quad (6)

where \( \phi^i \) is the feature vector of size \( C^i \) and \( H^i \times W^i \) corresponds to the resolution at layer \( i \). As \( L_{ms} \), the loss \( L_{fm} \) is averaged over all layers. In our implementation, we apply it after all blocks except for the first one.

In our experiments, we show that applying \( L_{ms} \) to the encoder of the discriminator and \( L_{fm} \) to the decoder performs best. In this way, \( L_{ms} \) ensures that scale information is not lost in the encoder, which improves the quality of generated objects at all scales, and \( L_{fm} \) ensures a better alignment of the generated images with real images.

### 3.3 Training

The generator and discriminator are trained jointly. For the generator, we use the loss:

\[
L_G = -E_{(z, l)} \left[ \sum_{c=1}^{N} \alpha_c \sum_{x, y} 1_{x, y, c} \log D(G(z, l), x, y) \right] - \frac{1}{L} \sum_{l=1}^{L} E_{(z, l)} \left[ \min(-1 + D_p^i(\psi^i(G(z, l))), 0) \right] + L_{fm}
\]  \quad (7)

where each term corresponds to supervision at pixel, patch, and feature level. Furthermore, we include the LabelMix regularization proposed in [25] for a fair comparison:

\[
L_{LM} = \|D_{logits}(\text{LabelMix}(x, \hat{x}, M)) - \text{LabelMix}(D_{logits}(x), D_{logits}(\hat{x}), M)\|_2^2
\]  \quad (8)
Table 1: Comparison to state-of-the-art methods on different datasets. Lower FID and higher mIoU are better. Bold denotes the best performance.

Table 2: Per-class IoU for Cityscapes. Classes corresponding to objects, i.e., the object, human, and vehicle group of Cityscapes, are underlined. obj-mIoU is mIoU only for object classes. mIoU for all classes is reported in Table 1.

where $D_{\text{logits}}$ are the logits before the last softmax and $M$ is a binary mask for mixing real and generated images $(x, \hat{x})$ by $\text{LabelMix}(x, \hat{x}, M) = M \odot x + (1 - M) \odot \hat{x}$. The entire loss is thus given by

$$L = L_G + L_{\text{pixel}} + L_{ms} + \lambda_{LM} L_{LM}.$$  \hspace{1cm} (9)

More details regarding the network are provided in the supplemental material.

4 Experiments

Datasets. We evaluate our method on the two challenging datasets Cityscapes [4] and ADE20K [33], including the ADE20K-outdoor subset. We follow the protocol used in [21, 25]. The Cityscapes dataset comprises complex street images recorded by a driving car. It contains 2975 training images and 500 validation images with 35 classes, which are mapped to 19 classes for evaluating the semantic alignment. While the resolution of the images is $1024 \times 2048$, we resized them to $256 \times 512$ as in previous works for a fair comparison. The ADE20K dataset is a large-scale dataset aiming at scene understanding. It contains 20210 training images and 2000 validation images with 150 classes. The images are resized to $256 \times 256$. The ADE20K-outdoor dataset is a subset of the ADE20K dataset and contains only outdoor scenes. It contains 9649 training images and 943 validation images.

Evaluation Metrics. We use Fréchet Inception Distance (FID) [9] and mean Intersection-over-Union (mIoU) for evaluation as previous works [21, 25]. mIoU is used to measure the semantic consistency between generated and real images via a pre-trained semantic segmentation network. As in [21, 25], UperNet101 [5, 31] is used for ADE20K and DRN [6, 32] for Cityscapes. FID [9] is widely used to measure the quality of generated images and we use the implementation from [25].
4.1 Comparison to State-of-the-Art

We compare our method to state-of-the-art methods in Table 1. Our method (DP-GAN) achieves the best performance, measured by FID and mIoU, on all datasets. On Cityscapes, our method outperforms previous state-of-the-art methods by -3.6 FID and +4.3 mIoU. On the ADE20K dataset, our approach achieves an improvement by -2.2 FID and +3.9 mIoU. Only on the ADE20K-outdoor dataset, the mIoU of our approach is the same as OASIS [25]. This is not surprising since the outdoor images contain less objects as shown in Fig. 6 and our goal is to generate photo-realistic objects in complex and cluttered scenes. Nevertheless, our approach achieves -2.8 FID compared to OASIS and thus generates more realistic images. In order to analyze the effect on object classes and other semantic classes more in detail, we report the per-class IoU for Cityscapes in Table 2. Except for the class fence, the IoU for non-object classes is similar to other approaches, but our approach achieves a much higher IoU for object classes. In particular for the small object classes pole, traffic light, and sign and the large object classes truck, bus, and train, the improvements in IoU are by a very large margin. For all object classes, the mIoU is improved by +5.4, which is higher than the improvement for all classes.

We show some qualitative results in Fig. 1 and 6. We observe that objects are often not well generated by SPADE and the clear boundaries of semantic classes often disappear in particular for Cityscapes. The quality of the images that are generated by OASIS is much better, but a common artifact is the merging of multiple instances like parking cars or two beds that are close. Our approach does not suffer from this issue and generates realistic looking objects.

While in the previous experiments we used the same noise tensor \( z \) in all experiments, our approach can generate diverse images for the same input label map by generating different random noise tensors \( z \) as shown in Fig. 4. For a quantitative comparison with OASIS, which generates diverse images in the same way, we report mean and variance of FID over 5 runs with different noise tensors. The results are reported in Table 3.
4.2 Ablation Study

We analyze the impact of the proposed generator and discriminator in Table 4(a). To this end, we combine the proposed generator and discriminator with the generator and discriminator of OASIS [25]. Replacing the discriminator of OASIS by our discriminator substantially improves mIoU by +4.7. For the object classes, mIoU even improves by +5.9. FID, however, does not significantly change. In contrast, replacing the generator of OASIS with our generator substantially decreases FID by -2.3, but increases mIoU only slightly. This shows that the combination of the proposed generator and discriminator is essential to achieve a low FID and a high mIoU. Fig. 5 illustrates the effect of the generator and discriminator on the generated images.

Next, we evaluate the impact of multi-scale adversarial supervision ($L_{ms}$) in Table 4(b). The first row shows the result without the loss $L_{ms}$. For the other rows, the loss is either added to the encoder or decoder of the discriminator or to both. Adding $L_{ms}$ improves FID and mIoU. This shows that adding $L_{ms}$ to a segmentation-based discriminator improves the quality of the generated images substantially. The differences of adding the loss to the encoder, decoder, or both are smaller, but using it only for the encoder performs best.
Figure 6: Qualitative results for ADE20K. Our approach performs well for indoor and outdoor images. SPADE and OASIS struggle to generate multiple instances of objects, like one of the chairs in row 2 is either of poor quality or in the wrong direction, and the two beds in row 3 are connected. In contrast, our approach generates in all cases realistic images.

Table 4(c) evaluates the impact of using feature alignment ($L_{fm}$). While it does not improve the FID, the mIoU improves by +3.7 if the feature matching loss is added to the decoder of the discriminator. In contrast, adding the feature matching loss to the encoder decreases the performance. This result is interesting since it has been reported in [25] that adding a feature matching loss to a segmentation-based discriminator decreases the performance. Our results, however, show that it is important where the feature matching loss is added. For the decoder, it actually increases the performance. For more qualitative results and ablation studies, we refer to the supplemental material.

5 Conclusion

In this paper, we have addressed the problem that previous methods for semantic image synthesis struggle to generate photo-realistic objects at different scales in complex scenes. To this end, we proposed a dual pyramid architecture for the generator that adapts the conditioning depending on the object size. As a second contribution, we proposed to unify multi-scale supervision within a single framework. The proposed approach outperforms the state-of-the-art for semantic image synthesis by a large margin. While the quality of the generated images has been substantially improved compared to the state-of-the-art, the qualitative results contain still some artifacts. Although semantic image synthesis is important for image generation and editing tasks and applications like autonomous driving in order to generate additional training data for rare situations, such technology can be potentially misused for disinformation and propaganda.
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