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Abstract

In this paper, we propose a prior for hand pose estima-
tion that integrates the direct relation between a manipu-
lating hand and a 3d object. This is of particular interest
for a variety of applications since many tasks performed
by humans require hand-object interaction. Inspired by the
ability of humans to learn the handling of an object from a
single example, our focus lies on very sparse training data.
We express estimated hand poses in local object coordinates
and extract for each individual hand segment, the relative
position and orientation as well as contact points on the
object. The prior is then modeled as a spatial distribution
conditioned to the object. Given a new object of the same
object class and new hand dimensions, we can transfer the
prior by a procedure involving a geometric warp. In our
experiments, we demonstrate that the prior may be used to
improve the robustness of a 3d hand tracker and to synthe-
size a new hand grasping a new object. For this, we inte-
grate the prior into a unified belief propagation framework
for tracking and synthesis.

1. Introduction
Many tasks performed by humans require hand-object

interaction. Be it grasping a cup, dialing a mobile phone or
spraying an aerosol can, humans are accustomed to using
their hands for the manipulation of objects and their eyes
for observing such manipulation. By watching another per-
son handle a single instance of an unknown object class,
humans can easily imitate the observed hand poses to ma-
nipulate other instances of the same class. Although the
strong correlation between the nature and shape of an ob-
ject and the hand poses for its manipulation is obvious, only
little work has been done so far to exploit this information
for vision-based hand pose acquisition.

Hand tracking approaches either focus on freely mov-
ing hands for gesture recognition or regard a grasped object
only as an occluder [22, 16, 34, 28, 1, 30, 29, 9]. For ob-
ject handling, however, the degree of occlusion can be so

large, that occlusion robustness alone is not sufficient. Due
to missing observations, many spatial ambiguities for the
phalanges occur that cannot be resolved without additional
knowledge.

In the context of marker-less human motion capture,
this issue has been addressed by introducing priors on mo-
tion patterns [27, 19, 31, 2] that are learned from a mo-
tion database. Although similar hand motion priors can
be learned by acquiring a large motion database with data
gloves, these priors will still not take the relation between
object shape and hand pose into account.

Here a prior is proposed, which integrates such relation.
We proceed in three steps:
1) A specific hand is captured in 3d while it manipulates a
specific object of a certain object class. We map the cap-
tured poses, i.e. the 3d position and rotation of each hand
segment (like a phalanx), into the local object coordinate
system. Then, contact points on the object are detected. For
illustration see Fig. 1. 2) The knowledge coming from sev-
eral observed manipulations - performed by different hands
on different class members - forms the prior: a spatial dis-
tribution of the pose samples. 3) The prior is generalized
towards expected manipulations of new objects from that
class, possibly by new hands, based on a geometric warp-
ing.

The adapted, object-specific prior can be used both for syn-
thesizing grasps and improving tracking. Both tasks are
embedded in the same belief propagation framework. A
hand pose’s probability can then be defined with respect
to the prior, contact points, object intersection constraints,
anatomical constraints of the hand, and data likelihood. A
former version of this inference model, only considering
anatomical constraints and the data likelihood, was pre-
sented in [9].

Inspired by the ability of humans to learn the interaction
with an object from a single example, we focus on sparse
training data, i.e. we can already build the prior by seeing
only one instance of an object class being manipulated by
one person.
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Figure 1. Captured object manipulation in a simplified illustration. An ellipse stands for a set of center points observed for some hand
segment. Each finger has its own color. On the mesh, contact points of the individual hand segments are visualized as little dots.

2. Related Work

Vision-based hand pose acquisition is a challenging and
active field of research. The majority of works have so
far focused on various techniques to extract the hand pose
without or with very limited additional scene information.
For instance, tracking approaches that are based on local
optimization [22], filtering [16, 28, 34], belief propaga-
tion [30, 9] or detections [1, 29] have been proposed. A
detailed overview of state-of-the-art hand tracking is given
in the survey [7].

The only priors that have been used so far in this context
rely on the static or dynamic space of hand poses where a
large dataset of hand shapes has been acquired by synthe-
sizing hands or with data gloves [1, 29]. Since these works
focus on gesture recognition, they consider only freely mov-
ing hands and cannot handle occlusions by an object. In the
context of human pose estimation, priors on the human dy-
namics have been proposed that are learned from a motion
capture database [27, 19, 31, 2]. While these priors do not
capture the interaction with objects, basic constraints like
contact with the ground plane have been used in [23, 32]
for human pose estimation.

Object manipulation is targeted in the literature only
in terms of action and object interpretation [13, 17] with-
out exact pose estimation, so no detailed, high-dimensional
model of the hand is provided. [13] for example focuses
on the recognition of the general kind of manipulation and
the manipulated object. Hand gestures are classified on a
per-frame basis using 2d image features and learned sample
sequences. [17] considers the relationship between objects,
like an attachment or a contact between them, with the goal
to explain the given scene. Hands are not treated separately
and objects are recognized and tracked from 2d templates.

A taxonomy of human hand poses with regard to the
grasping of objects has been provided in [5]. In [11], manip-
ulative hand gestures are visually recognized using a state
transition diagram that encapsulates task knowledge. The
feature extraction is based on thresholding the hue value, so
that the person has to wear special gloves, and gestures are
simulated, without a real object being involved. [6] recog-
nizes grasps referring to the grasp taxonomy defined in [5].
Real objects are handled, but do not impair the hand obser-

vation, because a data glove rather than visual input pro-
vides the hand pose.

Synthesis of grasps and hand motion has been addressed
in the field of computer animation. Most similar to our ap-
proach are data driven approaches like [20, 14, 35]. In [20]
a grasp controller has been proposed for a physically based
simulation system. In order to obtain realistic behavior, the
parameters of the controller are estimated from motion se-
quences captured with markers. A similar method is used
in [14] where hand motion and contact forces are captured
to estimate joint compliances. New interactions are synthe-
sized by using these parameters for a physically based sim-
ulation. In [35] grasp synthesis is regarded as a 3d shape
matching problem. A set of candidates is selected from a
large grasp pose database by matching the contact points
and surface normals of the hands and the object. Other ap-
proaches like [15] formulate the synthesis of hand manipu-
lations as an optimization problem where an initial grasping
pose and the motion of the object are given.

Grasps have also been studied in robotics [3]. Given a
full 3d model and a grasp pose, for instance, the quality of
the grasping can be evaluated based on pre-computed grasp
primitives [18]. In [26], the 3d grasp position is estimated
from two images where grasp locations are identified. For
this, a 2d grasp point detector is trained on synthetic im-
ages. Other approaches are based on learning by demon-
stration and imitate human behavior. For instance in [10], a
very small set of task relevant hand poses are selected and
used to build a low dimensional hand model for grasp pose
detection.

3. Prior
Statistical priors on hand poses are useful since they con-

strain the search space for tracking and allow for the pre-
diction of hand poses when combined with additional con-
straints. The first property is important to overcome am-
biguities due to missing data or occlusions and thus to im-
prove tracking. The second property is important as well.
In robotics, unseen instances of an object class need to
be grasped. In computer graphics, the hand of an ani-
mated character should snap to a virtual object automati-
cally. Since in both scenarios hand poses occurring during



object interaction are the most interesting ones, we aim to
model a prior for the hand that depends on the object, i.e.
we model the probability of a hand pose P conditional to
an instance O of a known object class and a hand size H:
pprior (P|O,H). Before describing the prior in more de-
tail, we briefly summarize our hand model P .

3.1. Hand Model

In our hand model (Fig. 2(a)), each hand segment has
its own 6-dimensional state space: three dimensions corre-
spond to the position of the segment, three to its orientation
(hand pose P has 16 · 6 = 96 DOFs). The state of a seg-
ment xs ∈ R6 is represented by a local coordinate system
aligned with the segment. In addition, every phalanx is as-
sociated with a mesh approximating its skin for tracking.
Each mesh is a composition of shape primitives like cylin-
ders and spheres, with the exception of the more detailed
thumb tip.

When modeling the hand by a set of individual segments,
the likelihood of each segment s can be estimated indepen-
dently with respect to simple local terms. Note that the
connections between segments are used at a later stage to
enforce anatomical correctness as explained in Sec. 4.

3.2. Prior Model

In consistency with the hand model, pprior (P|O,H) is
defined by a product of local 6d hand segment distributions:

pprior (P|O,H) =
∏
s

pprior (xs| O,H) . (1)

We learn the hand segment distributions from a finite set
of hand segment samples xi

s, observed for instances Ok of
the object class manipulated by the hands Hl. For density
estimation, we use a Parzen-Rosenblatt estimator with a 6d
Gaussian kernel , defining pprior (xs| O,H) by

1
(2π σ2)6/2N

N∑
i=1

exp

(
−
∥∥xs − f(O,H)(xi

s)
∥∥2

2σ2

)
, (2)

where N denotes the number of training samples xi
s, and

σ is computed based on the max. nearest neighbor distance
between all training samples. Since we estimate the proba-
bility of xs conditional to (O,H), we have to map the sam-
ples xi

s, observed conditional to (Ok,Hl), into the coordi-
nate system of object O and hand H by a warping function
f(O,H). This mapping is explained in Sec. 5.

In analogy to [9], we model the overall probability of
hand pose P as

p(P) =
1
Z

∏
st

ψst(xs,xt)
∏
s

φs(xs), (3)

where the compatibility term ψst(xs,xt) enforces anatom-
ical constraints between adjacent hand segments, φs(xs)

contains the data term with respect to the observation, and
Z is a normalizing constant. A short introduction to the in-
ference model with respect to hand tracking is provided in
Sec. 4. The integration of the prior into φs(xs), and a uni-
fied framework for tracking and synthesis are the topic of
Sec. 6.

4. Data Acquisition

All our estimations are based on data retrieved by a struc-
tured light setup, delivering dense 2.5d range data and color
information in real-time [33]. Using this system, we ob-
serve the manipulation of an object by a human hand and
gather information regarding a) the fully articulated hand
pose and b) the object’s surface geometry, the object pose,
and contact points on the object.

Hand Pose Our method exploits knowledge about the ma-
nipulating hand. For this, we use a hand tracker [9]. The
tracker operates on a graphical model in which each hand
segment is a node (Fig. 2(b)). First, depth information is
evaluated locally for each hand segment to compute the
data term φs(xs) in Eq. (3). Then, anatomical constraints
between neighboring hand segments are introduced via the
term ψst(xs,xt). In each time step, samples are drawn lo-
cally around the hand segment states of the last time step
(Fig. 2(c)), the observation model is evaluated, and belief
propagation is performed1 to find a globally optimal hand
pose. For initialization, the hand pose is determined manu-
ally in the first frame.

Object occlusions make hand tracking a much harder
task. Conceptually, the tracker is designed to handle this
aggravated scenario. However, there are still situations in
which the hand pose cannot be resolved correctly because
the observation is corrupted to too large a degree. As a
way out, we label the position of the finger tips in some
key frames, making the training process semi-automatic. In
those frames, finger tips are attracted by the labels instead
of the local data. This said, the resulting prior eliminates
any such manual intervention during testing.

Object Geometry and Pose As range scans of the object
are captured continuously, we register these scans online
and build up a coherent mesh of the already observed parts
of the surface as demonstrated in [24]. Meshes obtained by
this procedure are shown in Fig. 1. With the partial mesh
of the object available, we determine in an offline process
the object’s 6d pose (translation and orientation) for each
frame of a sequence containing the object and some kind
of manipulation. This is done by fitting the mesh to the
observation with ICP.

1using libDAI v0.2.2 (http://www.libdai.org)



(a) Hand model (b) Graph (c) Local samples (d) 3d scan

Figure 2. (a) Hand model with a skeleton and ruled surfaces for the
skin. (b) Graphical model for inference. (c) Depth data and hand
segment samples. Color encodes relative observation likelihood:
green is highest, red is lowest. The palm has uniform observa-
tion likelihood. An arrow indicates the viewing direction of the
camera. (d) 3d scan of a hand used for hand pose visualization.

Given the hand pose and the object’s geometry and pose,
we find the closest vertex on the mesh for each hand seg-
ment. This vertex is saved as a contact point ci

s of the
respective segment if the distance is smaller than the seg-
ment’s diameter. The partial mesh as well as the pose of the
object are also required later on in our pipeline to compute
hand-object intersection constraints.

Temporal Segmentation At this point, temporal segmen-
tation is required to select the frames of interest. In action
recognition, [21] identify action components with respect
to velocity changes of a manipulating hand. We suggest to
extend this concept to the velocity of individual hand seg-
ments. Consider Fig. 4 for a motivation.

(a) Manipulation
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(b) Speed of tip of thumb

Figure 3. (a) Captured hand segment centers and contact points.
The thumb clearly is the most active finger and touches the dialing
area at various positions. Considering the speed of the thumb tip
plotted in (b), one could recognize the dialed phone number: when
the thumb rests it is most likely to press on a digit.

In manipulation scenarios with less independent finger mo-
tion, we instead consider the global hand velocity in relation
to the object’s velocity, inspired by [25].

5. Warping
After having observed some hands manipulating some

objects of a class, we can transfer the prior to another hand
grasping another object of that class. We first adapt the ac-
quired training examples xi

s to the new hand size H, and
then warp them into the coordinate system of our newly ob-
served object. The adapted prior (Eq. (1)) can be evaluated

efficiently. We now describe these two steps of the warping
process.

5.1. Hand Warping H

Hand warping maps the samples to a new hand anatomy,
i.e. adapts the length of the phalanges and the proportions of
the palm. We preserve the position of the finger tips in space
and elongate or shorten the finger segments, from farthest
to closest to the palm, preserving joint angles. After this,
the proportions of the palm (i.e. the relative positions of the
attachment points of the five fingers) are set. Finger and
palm adaption may create gaps between the fingers and the
palm. We therefore apply the rigid motion to the palm that
minimizes these gaps.

5.2. Object Warping O

To map the prior from one object to a different one, we
first warp the geometry of the corresponding meshes. For
this, we use the method proposed in [36]. Corresponding
points on the geometry have to be determined. We currently
do this manually but a fully-automatic mechanism based on
3d features like spin images [12] could be realized. The
output of mesh warping is an offset for each vertex of the
original mesh that yields a point on the target mesh.

To apply the geometry warp to a hand segment sample,
we need to map three points in 3d space (e.g. for a phalanx
sample, the center, one end point, and one point fixing rota-
tion around the roll-axis). This is necessary to fully define
the warped 6d sample with respect to the coordinate sys-
tem ofO. One approach to map a point in 3d space (outside
the mesh) is to find the closest vertex of the original object’s
mesh and to choose the offset assigned to that vertex. While
this might work in some cases, the accuracy was insufficient
in our experiments. Instead, we use Radial Basis Functions
(RBFs) [4] to extrapolate the warp field outside the mesh
and move the hand segments with respect to this warp field.

6. Framework for Synthesis and Tracking

Since we have modeled our hand pose prior as a prod-
uct of hand segment distributions (Eq. (1)), it is consistent
with the hand tracking framework described in Sec. 4. This
simplifies the integration of the prior to improve tracking.
We use the same belief propagation framework not only for
tracking but also for synthesis. Eq. (3) defines the probabil-
ity of hand pose P . In our case, φ(xs) = p(xs|I,O,H),
where I is a depth image, O an instance of an object with
a pose and observed contact points. H defines the hand
anatomy. According to Bayes’ theorem,

p(xs|I,O,H) =
p(I|xs,O,H) · p(xs|O,H)

p(I|O,H)
. (4)



The denominator can be considered a normalization factor,
as it does not contain xs. p(xs|O,H) is defined by the
object-dependent prior and augmented with two additional
factors that enforce contact point attraction and intersection
constraints:

pprior(xs|O,H) · pcontact(xs|O,H) · pinter(xs|O,H).

Because the likelihood with respect to depth data is modeled
as an exponential, we write

φ(xs) =
1
Z

exp

− 4∑
f=1

Vf (xs)

 , (5)

For a detailed description of the likelihood p(I|xs,O,H) =
exp(−V1(x)), we refer to [9]. The other terms are described
next.

Hand Pose Prior The hand pose prior can be integrated in
a straight-forward manner by taking the negative log prob-
ability of a sample with respect to the prior:

V2 (xs) = − log (pprior (xs| O,H)) . (6)

Since the training samples are acquired from sequences of
varying length, we weight the samples within the Parzen
estimate (Eq. (2)) such that the sequences contribute equally
to the prior.

Contact Point Attraction Allthough RBFs yield good re-
sults regarding warp extrapolation, small inaccuracies still
occur when warping hand segment samples. Because of
this, finger tips in contact with the original mesh do not al-
ways touch the mesh after warping. To yield stable grasps,
we use contact points ci

s observed on the original mesh.
Since these contact points lie on the mesh they can be
warped accurately without extrapolation. After warping, we
proceed with 3d contact points as we did with 6d hand seg-
ment samples above and build a kernel estimate. The like-
lihood term V3 (xs) of the distal phalanges with respect to
the Nc contact points is then given by

− log

(
1

(2π σ2
c )

3
2 Nc

Nc∑
i=1

exp

(
−
∥∥xs − fO(ci

s)
∥∥2

2σ2
c

))
,

(7)
where fO is the geometric warp. We again compute σc

based on the max. nearest neighbor distance between train-
ing samples.

Intersection Constraints Intersection constraints con-
cern hand segment samples that penetrate the mesh of the
object after warping. We compute the smallest distance

(a) Cup 1 (b) Cup 2 (c) Cup 3

Figure 4. Front side meshes of three different cups

between the sample and the mesh. Because of the com-
putational complexity, this is done for all samples in par-
allel on the GPU. Then, the degree of intersection of a
sample with nearest vertex v(xs) on the mesh is dinter =
max(0,−(‖xs − v(xs)‖−d)), where d corresponds to the
diameter of the respective hand segment. We define

V4 (xs) = − log
(

1
Z

exp
(
−dinter

2

σinter
2

))
. (8)

σinter is a user parameter, in our case set to 0.5. Note that
there is no need to compute the normalizing constant Z,
since it has no effect on belief propagation.

Synthesis and Tracking In our experiments, we demon-
strate that the prior can be used within the proposed frame-
work to improve tracking and to synthesize hand poses for
a given object. Tracking is performed as described in Sec. 4
but with the additional term of the pose prior. Grasp synthe-
sis is realized within the same framework. For initialization,
we consider all warped samples and choose one sample for
each hand segment by belief propagation, maximizing the
posterior of the global hand configuration. Warped samples
do not necessarily result in anatomically valid hand con-
figurations. Because of this, we then perform local sam-
pling and belief computation several times. Within this be-
lief propagation, anatomical constraints are enforced in the
same way as during tracking.

7. Results
To evaluate our method, we have tracked the hand of

seven different persons (one female) grasping, lifting, and
putting down three different kinds of cups (Fig. 4)2. Based
on the criterion regarding the temporal correlation of hand
and object velocity (see Sec. 4 and Fig. 5), we selected those
frames from the 21 sequences in which the hand firmly
grasps the handle of the respective cup.

In the following we present two types of results to ad-
dress the two application examples of our method: grasp
synthesis and improved hand tracking.

7.1. Grasp Synthesis

In Sec. 6 we introduced three factors influencing the
probability of a sample: consistency with the prior, con-

2data available at http://www.vision.ee.ethz.ch/˜hhamer/cvpr10
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Figure 5. Speed of a cup and the manipulating hand. For temporal
segmentation, we select the frames from about 40 to 80.

tact point attraction, and intersection constraints. The prior
is visualized in Fig. 6 (a)-(c) for the different cup types. In
these figures, the information of all seven tracked sequences
is contained. With a 3GHz CPU and a GeForce 8800 Ultra,
it takes ≈ 35 seconds to obtain each prior: 25 seconds to
load in the database and to adapt hand anatomy, 10 seconds
to transfer the prior to the target cup by warping.

(a) Cup 1 (b) Cup 2 (c) Cup 3

Figure 6. Prior for the three cup types. All seven test persons con-
tribute to each prior. The variety of grasping is largest for cup 1
(two or three fingers in the handle), less for cup 3 (mostly two
fingers in the handle) and least for cup 2 (anatomically, only one
finger fits into the handle). The color of each samples encodes the
probability with respect to the density defined by the prior itself
(Eq. (6)). Red stands for a low and green for a high probability.

Fig. 7 gives examples with regard to the contact and inter-
section probabilities.

(a) Contact (b) Intersection

Figure 7. Probability terms favoring contact and avoiding inter-
section. Colors are normalized from red (low probability) to green
(high probability), therefore all samples of hands segments with-
out contact/intersection are drawn in red.

In Fig. 9 we show the process of synthesizing a grasp for
a given cup and for a hand with a given anatomy (in this
case the anatomy of an artificial hand: the 3d scan of a hand
shown in Fig. 2(d), bound to a forward kinematic skeleton).
The first image in each row shows the cup on which a grasp
was actually observed. Contact points of the individual fin-

gers are indicated as colored dots on the mesh. The rest
of the rows illustrates the collected frames (adapted to the
required hand anatomy), the transformed prior and the syn-
thesized grasp (once rendered to visualize the 6d hand seg-
ment space and once using the artificial hand to allow for a
better intuition of the results). Grasp synthesis based on a
prior requires ≈ 30 seconds.

Fig. 10 shows the warp of a prior consisting of six of the
seven sequences from cup 3 to cup 2. The figure demon-
strates well the nature of our data-driven system: in all six
sequences the test persons grasped the handle with two fin-
gers. As a result, the hand synthesized for cup 3 exposes
strong self-intersection of two fingers in the tiny handle (vi-
olating intersection constraints). However, the situation is
resolved correctly by the system as soon as the seventh se-
quence (Fig. 10 (f)) is added to prior. Fig. 10 (g) and (h)
show the final grasp.

7.2. Tracking

We now elaborate on results showing that a prior ob-
served for one cup can improve hand tracking of a hand ma-
nipulating a different cup. Fig. 11 contains four frames of
one of the 21 sequences. The handled object is cup 1 and the
hand is the one of test person 2 (with a rather large hand).
The prior we used in this experiment was observed on cup
3 and the manipulating hand (of test person 5) has average
size. Without the labeling described in Sec. 4, tracking of
the sequence fails due to strong ambiguity of the observa-
tion. The position of the distal phalanx of the middle finger
significantly differs from the labeled ground truth and the
data (see Fig. 12(a)). The red curve in Fig. 8 documents
this. When we introduce the prior (Fig 12(b)) the middle
finger remains in place (Fig. 12(c)) and we can track the se-
quence without any labels. The reduced error curve is also
plotted in Fig. 8. Tracking with the prior and the hardware
indicated above takes less then 10 seconds per frame.
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Figure 8. Tracking error of the distal phalanx of the middle finger.
Without the prior obtained on the basis of a different cup and a
different anatomy the error is significant. With the prior, the hand
segment remains in place.



Figure 9. Synthesized grasps, derived on the basis of the observation of only one person grasping a different cup. (Row 1) Grasp of cup
3, using the observation of person 2 grasping cup 1. (Row 2) Grasp of cup 1, using the observation of person 1 grasping cup 3. (Col. 1)
Originally observed contact points. (Col. 2) The derived prior. (Col. 3) The transfered prior. (Col. 4) The selected grasp (visualizing the
6d hand segment space). (Col. 5) The selected grasp (rendered using an artificial hand).

(a) Contact (b) Prior (c) Warped prior (d) Synthesized grasp (e) Artificial hand

(f) Additional samples (g) Final grasp (h) Result

Figure 10. (Row 1) Synthesized grasp of cup 2, based on six of the seven sequences observed for cup 3. All six test persons held the handle
with two fingers. Consequently the resulting grasp strongly violates intersection constraints. As soon as we add sequence seven (f) (only
one finger grasps the handle), the issue is resolved by our method (see (g) and (h)).

Figure 11. Four frames of the sequence showing person 2 grasping and lifting cup 1.

(a) Tracking failure (b) Applied prior (c) Successfully tracking

Figure 12. (a) While the cup is lifted, tracking fails due to strong ambiguates in the observation: the distal phalanx of the middle finger
looses track. (b) The prior obtained from cup 3 and person 5. (c) The same frame as shown in (a), successfully tracked due to the prior,
which stabilizes the tips within the handle.



8. Conclusion
The topic of this work is an object-specific hand-pose

prior. The prior has a variety of applications and high rele-
vance because of the great progress made in automated ob-
ject class recognition.

We presented a unified framework for both hand track-
ing and grasp synthesis. While elaborating our pipeline we
introduced ideas regarding temporal segmentation of action
sequences, a method to warp object meshes and adapt hand
poses, and a combination of factors realizing contact point
attraction and mesh intersection avoidance.

In the result section we have successfully demonstrated
our method on a dataset of 21 sequences, containing hands
of seven different people manipulating three different kinds
of cups. Firstly, we showed three grasps that were synthe-
sized for unknown cups with only very sparse data. Sec-
ondly, we provided a quantitative evaluation showing that
an object-dependent hand pose prior can improve the track-
ing of a hand manipulating an object. In the future we plan
to apply our method to more object types and to combine
our system with an automated object class recognition ap-
proach.
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