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Abstract

Recently, a few works have been proposed to model the
uncertainty of the future human motion. These works do
not forecast a single sequence but multiple sequences for
the same observation. While these works focused on in-
creasing the diversity, this work focuses on keeping a high
quality of the forecast sequences even for very long time
horizons of up to 30 seconds. In order to achieve this goal,
we propose to forecast the intention of the person ahead of
time. This has the advantage that the generated human mo-
tion remains goal oriented and that the motion transitions
between two actions are smooth and highly realistic. We
furthermore propose a new quality score for evaluation that
correlates better with human perception than other metrics.
The results and a user study show that our approach fore-
casts multiple sequences that are more plausible compared
to the state-of-the-art.

1. Introduction
Anticipating human motion is highly relevant for many

interactive activities such as sports, manufacturing, or navi-
gation [25] and significant progress has been made in fore-
casting human motion [8, 9, 10, 11, 15, 17, 23, 26, 35].
Most progress has been made in anticipating motion over a
short time horizon of around half a second. However, these
methods fail when anticipating longer time horizons as they
either produce unrealistic poses or the motion freezes. An-
other issue that occurs when the time horizon gets larger is
the fact that there are more than one future sequence that are
plausible for a single observed sequence of human motion
as it is shown in Figure 2. Going from a short time horizon
of less than one second to a larger time horizon of a few sec-
onds therefore imposes the following challenges: (a) How
can we model the uncertainty of the future? (b) How can
we ensure that the motion remains plausible? (c) How can
we measure the quality of methods that generate more than
one sequence?

Handling the uncertainty of the future has been so far
only addressed in very few recent works [4, 28, 37] for hu-
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man motion anticipation. These approaches are able to fore-
cast diverse sequences from the same observation, but the
quality of the sequences decreases for longer time horizons
beyond 1 second. In this work, we also propose a network
that generates multiple sequences as shown in Figure 2, but
our goal is to generate more plausible sequences for time
horizons of multiple seconds. In order to achieve this goal,
we not only model the human motion but also the inten-
tion of the person as illustrated in Figure 1. In fact, human
motion anticipation depends on two factors, namely the past
motion and the intention. The latter, which is ignored by ex-
isting works, is very important for longer sequences since a
motion without a goal is perceived as random and unreal-
istic. We therefore model the intention as discrete actions
and propose to forecast the intention as well as the human
motion. The key aspect is that our model forecasts the in-
tention ahead of time and that the forecast human motion is
conditioned on the past motion and on the forecast intention
as shown in Figure 1.

It, however, remains an open issue how methods that
generate multiple sequences are best compared. Recent
works suggest to evaluate both the quality of the generated
motion as well as the sample diversity. While diversity is
commonly measured by using the average pairwise distance
between multiple generated predictions [4, 37], measuring
the quality is still an open problem. In [37], for instance,
multiple sequences are forecast but only the error of the se-
quence with the lowest error is reported. Such measures are
misleading since they evaluate only one forecast sequence
while the other sequences can be implausible. In fact, we
show in the supplementary material that this measure can be
easily fooled by a simple but unrealistic baseline approach,
yielding competitive results on clearly unrealistic motion.
In [4], pre-trained skeleton-based action classifiers are used
to compute the inception score and a quality score over all
generated sequences. While the inception score is an indica-
tor for plausibility it is highly depended on the model. The
authors did not make the models publicly available, making
an evaluation very difficult. Normalized Power Spectrum
Similarity [10] (NPSS) evaluates sequences in the power
spectrum to account for frequency shifts that cannot be cap-



Figure 1: Intention-based human motion anticipation. Given a human motion input sequence (red-blue skeletons), our method
forecasts the intention of the person ahead of time (top row) and the human motion (green-yellow skeletons) conditioned on
the previous motion and the future intention. This allows not only long-term forecasting but also realistic transitions between
different actions. For example, the blue and orange boxes show how the motion already prepares for the next action leaning
down or standing, respectively.

Figure 2: Our approach forecasts multiple sequences of
plausible future human motion for long time horizons. Each
row shows a different prediction of three seconds made
by our model, given the same input sequence (Discussion
from Human3.6M [14]). The red-blue skeletons represent
the ground-truth input while the green-yellow skeletons are
model predictions. During the first second, the model gen-
erates fairly consistent human poses but it starts to generate
diverse but realistic human motion after 1 second. The qual-
itative results are best viewed in the supplementary video.

tured by MSE. However, NPSS is uni-modal as it compares
the motion to a single ground-truth sequence. We therefore
propose a new complementary similarity score that mea-
sures the normalized directional motion similarity between
motion snippets of forecast and real motions that have the
same semantic meaning. The measure has the advantage
that it takes the multi-modality of human motion into ac-
count and that it correlates much better with human percep-
tion than NPSS.

Our contribution is therefore two-fold:

• We propose a novel quality score for long-term human
motion anticipation that measures the plausibility of
multiple generated sequences and that correlates better
with human perception than other metrics.

• We propose a novel approach for human motion fore-
casting that forecasts the intention of a person ahead of
time and that is capable of generating multiple plausi-
ble future sequences for long time horizons.

2. Related Work
Human Motion Anticipation: In recent years, deep neural
networks [12, 6, 9] have been used to synthesize and antic-

ipate human motion. Auto-regressive methods [9, 23, 38]
model first-order motion derivatives using the sequence-to-
sequence model [32] popularized in machine translation.
QuaterNet [27] replaces the exponential map representa-
tion with quaternions, which do not suffer from common
3D rotational problems such as gimbal locks. Further-
more, the authors show that the model can generate cyclic
motion for very long time horizons when frame-wise user
control is provided, similar to [16, 18, 19, 31]. A simi-
lar approach is utilized in Hierarchical Motion Recurrent
networks [20] and Structured Prediction [2] where novel
RNN structures are proposed which better represent skeletal
structures. Graph-convolutional neural networks [22] can
be utilized to learn human motion in trajectory space, us-
ing Discrete Cosine Transform, rather than in pose space.
Highly competitive results are achieved by recent attention-
based models [21]. The idea of utilizing discrete represen-
tations for human poses was first proposed in [33] where a
conditional restricted Boltzmann machine (RBM) is used
as a generative model for synthesizing or filling missing
pose data. While RBMs or Deep Belief Networks learn a
binary representation of the data, they are nowadays out-
performed by other approaches that learn continuous hid-
den states such as RNNs. Recently, an adversarial genera-
tive grammar model was proposed in [28] for future predic-
tion where stochastic production rules are learned jointly
with its latent non-terminal representations. By select-
ing various production rules during inference, many dif-
ferent forecast outputs can be generated. However, our
experiments show that the model does not forecast long
term natural human motion. Recently, models based on
adversarial training gained some attention: Convolutional
sequence-to-sequence models [17] utilize a convolutional
encoder-decoder structure with the adversarial loss to pre-
vent overfitting. The adversarial geometry-aware encoder-
decoder [11] utilizes two adversarial losses: one to tackle
motion discontinuity, which is a common problem in previ-
ous models, and one to ensure that realistic motion is gen-
erated. On top of that, the geodesic instead of the Euclidean
distance is used as reconstruction loss. MotionGAN [29]
frames human motion anticipation as an inpainting prob-
lem. Wang et al. [35] combine an adversarial loss with rein-




